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1 Motivation

The emergence of computers as an essential tool in scientific re-
search has shaken the very foundations of differential modeling.
Indeed, the deeply-rooted abstraction of smoothness, or differentia-
bility, seems to inherently clash with a computer’s ability of storing
only finite sets of numbers. While there has been a series of com-
putational techniques that proposed discretizations of differential
equations, the geometric structures they are simulating are often
lost in the process.

1.1 The Role of Geometry in Science

Geometry is the study of space and of the properties of shapes in
space. Dating back to Euclid, models of our surroundings have
been formulated using simple, geometric descriptions, formalizing
apparent symmetries and experimental invariants. Consequently,
geometry is at the foundation of many current physical theories:
general relativity, electromagnetism (E&M), gauge theory as well
as solid and fluid mechanics all have strong underlying geometri-
cal structures. Einstein’s theory for instance states that gravitational
field strength is directly proportional to the curvature of space-time.
In other words, the physics of relativity is directly modelled by the
shape of our 4-dimensional world, just as the behavior of soap bub-
bles is modeled by their shapes. Differential geometry is thus, de
facto, the mother tongue of numerous physical and mathematical
theories.

Unfortunately, the inherent geometric nature of such theories is of-
ten obstructed by their formulation in vectorial or tensorial nota-
tions: the traditional use of a coordinate system, in which the defin-
ing equations are expressed, often obscures the underlying struc-
tures by an overwhelming usage of indices. Moreover, such com-
plex expressions entangle the topological and geometrical content
of the model.

1.2 Geometry-based Exterior Calculus

The geometric nature of these models is best expressed and elu-
cidated through the use of the Exterior Calculus of Differential
Forms, first introduced by Cartan [Cartan 1945]. This geometry-
based calculus was further developed and refined over the twentieth
century to become the foundation of modern differential geometry.
The calculus of exterior forms allows one to express differential
and integral equations on smooth and curved spaces in a consis-
tent manner, while revealing the geometrical invariants at play. For
example, the classical operations of gradient, divergence, and curl
as well as the theorems of Green, Gauss and Stokes can all be ex-
pressed concisely in terms of differential forms and an operator on
these forms called the exterior derivative—hinting at the generality
of this approach.

Compared to classical tensorial calculus, this exterior calculus has
several advantages. First, it is often difficult to recognize the
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coordinate-independent nature of quantities written in tensorial no-
tation: local and global invariants are hard to notice by just staring
at the indices. On the other hand, invariants are easily discovered
when expressed as differential forms by invoking either Stokes’
theorem, the Poincaré lemma, or by applying exterior differentia-
tion. Note also that the exterior derivative of differential forms—
the antisymmetric part of derivatives—is one of the most important
parts of differentiation, since it is invariant under coordinate system
change. In fact, Sharpe states in [Sharpe 1997] that every differ-
ential equation may be expressed in term of the exterior derivative
of differential forms. As a consequence, several recent initiatives
have been aimed at formulating physical laws in terms of differen-
tial forms. For recent work along these lines, the reader is invited
to refer to [Burke 1985; Abraham et al. 1988; Lovelock and Rund
1993; Flanders 1990; Morita 2001; Carroll 2003; Frankel 2004] for
books offering a theoretical treatment of various physical theories
using differential forms.

1.3 Differential vs. Discrete Modeling

We have seen that a large amount of our scientific knowledge relies
on a deeply-rooted differential (i.e., smooth) comprehension of the
world. This abstraction of differentiability allows researchers to
model complex physical systems via concise equations. With the
sudden advent of the digital age, it was therefore only natural to
resort to computations based on such differential equations.

However, since digital computers can only manipulate finite sets
of numbers, their capabilities seem to clash with the basic founda-
tions of differential modeling. In order to overcome this hurdle, a
first set of computational techniques (e.g., finite difference or par-
ticle methods) focused on satisfying the continuous equations at a
discrete set of spatial and temporal samples. Unfortunately, focus-
ing on accurately discretizing the local laws often fails to respect
important global structures and invariants. Later methods such as
Finite Elements (FEM), drawing from developments in the calculus
of variations, remedied this inadequacy to some extent by satisfying
local conservation laws on average and preserving some important
invariants. Coupled with a finer ability to deal with arbitrary bound-
aries, FEM became the de facto computational tool for engineers.
Even with significant advances in error control, convergence, and
stability of these finite approximations, the underlying structures of
the simulated continuous systems are often destroyed: a moving
rigid body may gain or loose momentum; or a cavity may exhibit
fictitious eigenmodes in an electromagnetism (E&M) simulation.
Such examples illustrate some of the loss of fidelity that can fol-
low from a standard discretization process, failing to preserve some
fundamental geometric and topological structures of the underlying
continuous models.

The cultural gap between theoretical and applied science commu-
nities may be partially responsible for the current lack of proper
discrete, computational modeling that could mirror and leverage
the rich developments of its differential counterpart. In particu-
lar, it is striking that the calculus of differential forms has not yet
had an impact on the mainstream computational fields, despite ex-
cellent initial results in E&M [Bossavit 1998] or Lagrangian me-
chanics [Marsden and West 2001]. It should also be noticed that



some basic tools necessary for the definition of a discrete calculus
already exist, probably initiated by Poincaré when he defined his
cell decomposition of smooth manifolds. The study of the structure
of ordered sets or simplices now belongs to the well-studied branch
of mathematics known as Combinatorial Differential Topology and
Geometry, which is still an active area of research (see, e.g., [For-
man 2003] and [Bjorner and Welker 1995] and references therein).

1.4 Calculus ex Geometrica

Given the overwhelming geometric nature of the most fundamental
and successful calculus of these last few centuries, it seems relevant
to approach computations from a geometric standpoint.

One of the key insights that percolated down from the theory of
differential forms is rather simple and intuitive: one needs to recog-
nize that different physical quantities have different properties, and
must be treated accordingly. Fluid mechanics or electromagnetism,
for instance, make heavy use of line integrals, as well as surface
and volume integrals; even physical measurements are performed
as specific local integrations or averages (think flux for magnetic
field, or current for electricity, or pressure for atoms’ collisions).
Pointwise evaluations or approximations for such quantities are not
the appropriate discrete analogs, since the defining geometric prop-
erties of their physical meaning cannot be enforced naturally. In-
stead, one should store and manipulate those quantities at their
geometrically-meaningful location: in other words, we should con-
sider values on vertices, edges, faces, and tetrahedra as proper dis-
crete versions of respectively pointwise functions, line integrals,
surface integrals, and volume integrals: only then will we be able to
manipulate those values without violating the symmetries that the
differential modeling tried to exploit for predictive purposes.

1.5 Similar Endeavors

The need for improved numerics have recently sprung a (still lim-
ited) number of interesting related developments in various fields.
Although we will not try to be exhaustive, we wish to point the
reader to a few of the most successful investigations with the same
“flavor” as our discrete geometry-based calculus, albeit their ap-
proaches are rarely similar to ours. First, the field of Mimetic Dis-
cretizations of Continuum Mechanics, led by Shashkov, Steinberg,
and Hyman [Hyman and Shashkov 1997], started on the premise
that spurious solutions obtained from finite element or finite differ-
ence methods often originate from inconsistent discretizations of
the operators div, curl, and grad, and that addressing this incon-
sistency pays off numerically. Similarly, Computational Electro-
magnetism has also identified the issue of field discretization as the
main reason for spurious modes in numerical results. An excel-
lent treatment of the discretization of the Maxwell’s equations re-
sulted [Bossavit 1998], with a clear relationship to the differential
case. Finally, recent developments in Discrete Lagrangian Mechan-
ics have demonstrated the efficacy of a proper discretization of the
Lagrangian of a dynamical system, rather than the discretization of
its derived Euler-Lagrange equations: with a discrete Lagrangian,
one can ensure that the integration scheme satisfies an exact discrete
least-action principle, preserving all the momenta directly for arbi-
trary orders of accuracy [Marsden and West 2001]. Respecting the
defining geometric properties of both the fields and the governing
equations is a common link between all these recent approaches.

1.6 Advantages of Discrete Differential Modeling

The reader will have most probably understood our bias by now:
we believe that the systematic construction, inspired by Exterior
Calculus, of differential, yet readily discretizable computational
foundations is a crucial ingredient for numerical fidelity. Because

many of the standard tools used in differential geometry have dis-
crete combinatorial analogs, the discrete versions of forms or man-
ifolds will be formally identical to (and should partake of the same
properties as) the continuum models. Additionally, such an ap-
proach should clearly maintain the separation of the topological
(metric-independent) and geometrical (metric-dependent) compo-
nents of the quantities involved, keeping the geometric picture (i.e.,
intrinsic structure) intact.

A discrete differential modeling approach to computations will also
be often much simpler to define and develop than its continuous
counterpart. For example, the discrete notion of a differential form
will be implemented simply as values on mesh elements. Likewise,
the discrete notion of orientation will be more straightforward than
its continuous counterpart: while the differential definition of ori-
entation uses the notion of equivalence class of atlases determined
by the sign of the Jacobian, the orientation of a mesh edge will be
one of two directions; a triangle will be oriented clockwise or coun-
terclockwise; a volume will have a direction as a right-handed helix
or a left-handed one; no notion of atlas (a collection of consistent
coordinate charts on a manifold) will be required.
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Figure 1: Typical 2D and 3D meshes: although the David head appears
smooth, its surface is made of a triangle mesh; tetrahedral meshes (such
as this mechanical part, with a cutaway view) are some typical examples of
irregular meshes on which computations are performed. David’s head mesh
is courtesy of Marc Levoy, Stanford.

1.7 Goal of This Chapter

Given these premises, this chapter was written with several pur-
poses in mind. First, we wish to demonstrate that the foundations
on which powerful methods of computations can be built are quite
approachable—and are not as abstract as the reader may fear: the
ideas involved are very intuitive as a side effect of the simplicity of
the underlying geometric principles.

Second, we wish to help bridge the gap between applied fields and
theoretical fields: we have tried to render the theoretical bases of
our exposition accessible to computer scientists, and the concrete
implementation insights understandable by non-specialists. For this
very reason, the reader should not consider this introductory expo-
sition as a definite source of knowledge: it should instead be con-
sidered as a portal to better, more focused work on related subjects.
We only hope that we will ease our readers into foundational con-
cepts that can be undoubtedly and fruitfully applied to all sorts of
computations—be it for graphics or simulation.

With these goals in mind, we will describe the background needed
to develop a principled, geometry-based approach to computational
modeling that gets around the apparent mismatch between differen-
tial and discrete modeling.

2 Relevance of Forms for Integration

The evaluation of differential quantities on a discrete space (mesh)
is a nontrivial problem. For instance, consider a piecewise-linear



2-dimensional surface embedded in a three-dimensional Euclidean
space, i.e., a triangle mesh. Celebrated quantities such as the Gaus-
sian and mean curvatures are delicate to define on it. More pre-
cisely, the Gaussian curvature can be easily proven to be zero every-
where except on vertices, where it is a Dirac delta function. Like-
wise, the mean curvature can only be defined in the distributional
sense, as a Dirac delta function on edges. However, through lo-
cal integrations, one can easily manipulate these quantities numer-
ically: if a careful choice of non-overlapping regions is made, the
delta functions can be properly integrated, rendering the computa-
tions relatively simple as shown, for example, in [Meyer et al. 2003;
Hildebrandt and Polthier 2004]. Note that the process of integration
to suppress discontinuity is, in spirit, equivalent to the idea of weak
form used in the Finite Element method.

This idea of integrated value has predated in some cases the equiva-
lent differential statements: for instance, it was long known that the
genus of a surface can be calculated through a cell decomposition
of the surface via the Euler characteristic. The actual Gauss-Bonnet
theorem was, however, derived later on. Now, if one tries to dis-
cretize the Gaussian curvature of a piecewise-linear surface in an
arbitrary way, it is not likely that its integral over the surface equals
the desired Euler characteristic, while its discrete version, defined
on vertices (or, more precisely, on the dual of each vertex), naturally
preserves this topological invariant.

2.1 From Integration to Differential Forms

Integration is obviously a linear operation, since for any disjoint
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Moreover, the integration of a smooth function over a subset of
measure zero is always zero; for example, an area integral of (a
lower dimensional object such as) a curve or a point is equal to zero.
Finally, integration is objective (i.e., relevant) only if its evaluation
is invariant under change of coordinate systems. These three prop-
erties combined directly imply that the integrand (i.e., the whole
expression after the integral sign) has to be antisymmetric. That is,
the basic building blocks of any type of integration are differential
forms. Chances are, the reader is already very well acquainted with
forms, maybe without even knowing it.

2.1.1 An Intuitive Definition

A differential form (also denoted as exterior' differential form) is,
informally, an integrand, i.e., a quantity that can be integrated. It
is the dz in [ dz and the dz dy in [[ dxdy. More precisely,
consider a smooth function F'(z) over an interval in R. Now, define
f(x) to be its derivative, that is,

dF

f(ﬂl‘) = 57

Rewriting this last equation (with slight abuse of notation for sim-
plicity) yields dF = f(x)dx, which leads to:

/abdF:/abf(w)dx:F(b)—F(a). (1)

This last equation is known as the Newton-Leibnitz formula, or
the first fundamental theorem of calculus. The integrand f(z)dz

The word “exterior” is used as the exterior algebra is basically built out
of an outer product.

is called a I-form, because it can only be integrated over any 1-
dimensional (1D) real interval. Similarly, for a function G(z, y, 2),
we have:

oG oG oG

which can be integrated over any 1D curve in R?, and is also a 1-
form. More generally, a k-form can be described as an entity ready
(or designed, if you prefer) to be integrated on a kD (sub)region.
Note that forms are valued zero on (sub)regions that are of higher
or lower order dimension than the original space; for example, 4-
forms are zero on R3. These differential forms are extensively used
in mathematics, physics and engineering, as we already

hinted at the fact in Section 1.4 that most of our mea-
surements of the world are of integral nature: even dig-

ital pictures are made out of local area integrals of the

incident light over each of the sensors of a camera to

provide a set of values at each pixel on the final image

(see inset). The importance of this notion of forms in science is
also evidenced by the fact that operations like gradient, divergence,
and curl can all be expressed in terms of forms only, as well as
fundamental theorems like Green’s or Stokes.

2.1.2 A Formal Definition

For concreteness, consider the n-dimensional Euclidean space R",
n € N and let M be an open region M C R"™; M is also called
an n-manifold. The vector space T, M consists of all the (tangent)
vectors at a point z € M and can be identified with R™ itself. A
k-form w” is a rank-k, anti-symmetric, tensor field over M. That
is, at each point x € M, it is a multi-linear map that takes k tangent
vectors as input and returns a real number:

W T M x - x ToM — R

which changes sign for odd permutations of the variables (hence
the term antisymmetric). Any k-form naturally induces a k-form on
a submanifold, through restriction of the linear map to the domain
that is the product of tangent spaces of the submanifold.

Comments on the Notion of Pseudo-forms There is a
closely related concept named pseudo-form. Pseudo-forms change
sign when we change the orientation of coordinate systems, just like
pseudo-vectors. As a result, the integration of a pseudo-form does
not change sign when the orientation of the manifold is changed.
Unlike k-forms, a pseudo-k-form induces a pseudo-k-form on a
submanifold only if a transverse direction is given. For example,
fluid flux is sometimes called a pseudo-2-form: indeed, given a
transverse direction, we know how much flux is going through a
piece of surface; it does not depend on the orientation of the sur-
face itself. Vorticity is, however, a true 2-form: given an orientation
of the surface, the integration gives us the circulation around that
surface boundary induced by the surface orientation. It does not
depend on the transverse direction of the surface. But if we have
an orientation of the ambient space, we can always associate trans-
verse direction with internal orientation of the submanifold. Thus,
in our case, we may treat pseudo-forms simply as forms because we
can consistently choose a representative from the equivalence class.

2.2 The Differential Structure

Differential forms are the building blocks of a whole calculus. To
manipulate these basic blocks, Exterior Calculus defines seven op-
erators:

¢ d: the exterior derivative, that extends the notion of the differ-
ential of a function to differential forms;



¢ «: the Hodge star, that transforms k-forms into (n-k)-forms;

o A: the wedge product, that extends the notion of exterior prod-
uct to forms;

o # and b: the sharp and flat operators, that, given a metric, trans-
form a 1-form into a vector and vice-versa;

¢ ix: the interior product with respect to a vector field X (also
called contraction operator), a concept dual to the exterior prod-
uct;

¢ Lx: the Lie derivative with respect to a vector field X, that
extends the notion of directional derivative.

In this chapter, we will restrict our discussions to the first three op-
erators, to provide the most basic tools necessary in computational
modeling.

2.3 A Taste of Exterior Calculus in R3

To give the reader a taste of the relative simplicity of Exterior Cal-
culus, we provide a list of equivalences (in the continuous world!)
between traditional operations and their Exterior Calculus counter-
part in the special case of R3. We will suppose that we have the
usual Euclidean metric. Then, forms are actually quite simple to
conceive:

0-form < scalar field
1-form < vector field
2-form < vector field
3-form < scalar field

To be clear, we will add a superscript on the forms to indicate their
rank. Then applying forms to vector fields amounts to:

1-form: u' (v) & u - v.
2-form: u? (v, w) & u - (v X w).
3-form: f3(u,v,w) & fu- (v x w).

Furthermore, the usual operations like gradient, curl, divergence
and cross product can all be expressed in terms of the basic exterior
calculus operators. For example:

df=Vf, du=V xu, CPu=V-u
Nf=f tu=u Fu=u, f=f;
L2t ul =Vou, »d 2w =Vxu, $2d° f=Vf;
fo/\u:fu, WAV =uxov, vt AV =uiAv =u-u;
bt =u-v, iyu’ =uxuv, ivf3:fv.

Now that we have established the relevance of differential forms
even in the most basic vector operations, time has come to turn our
attention to make this concept of forms readily usable for computa-
tional purposes.

3 Discrete Differential Forms

Finding a discrete counterpart to the notion of differential forms is a
delicate matter. If one was to represent differential forms using their
coordinate values and approximate the exterior derivative using fi-
nite differences, basic theorems such as Stokes’ theorem would not
hold numerically. The main objective of this section is therefore
to present a proper discretization of the forms on what are known
as simplicial complexes. We will show how this discrete geomet-
ric structure, well suited for computational purposes, is designed to
preserve all the fundamental differential properties. For simplicity,
we restrict the discussion to forms on 2D surfaces or 3D regions
embedded in R, but the construction is applicable to general man-
ifolds in arbitrary spaces. In fact, the only necessary assumption is
that the embedding space must be a vector space, a natural condi-
tion in practice.

3.1 Simplicial Complexes and Discrete Manifolds

For the interested reader, the notions we introduce in this section
are defined formally in much more details (for the general case
of k-dimensional spaces) in references such as [Munkres 1984] or
[Hatcher 2004].

0-simplex (vertices) 1-simplex (edges) 2-simplex (triangles) 3-simplex (tets)
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Figure 2: A I-simplex is a line segment, the convex hull of two points. A
2-simplex is a triangle, i.e., the convex hull of three distinct points. A 3-
simplex is a tetrahedron, as it is the convex hull of four points.

3.1.1 Notion of Simplex

A k-simplex is the generic term to describe the simplest mesh el-
ement of dimension k—hence the name. By way of motivation,
consider a three-dimensional mesh in space. This mesh is made of
a series of adjacent tetrahedra (denoted fets for simplicity through-
out). The vertices of the tets are called O-simplices. Similarly, the
line segments or edges form 1-simplices, the triangles or faces form
2-simplices, and the tets form 3-simplices. Note that we can define
these simplices in a top-down manner too: faces (2-simplex) can be
thought of as boundaries of tets (3-simplices), edges (1-simplices)
as boundaries of faces, and vertices (0-simplices) as boundaries of
edges.

The definition of a simplex can be made more abstract as a series
of k-tuples (referring to the vertices they are built upon). However,
for the type of applications that we are targeting in this chapter, we
will often not make any distinction between an abstract simplex and
its topological realization (connectivity) or geometrical realization
(positions in space) .

Formally, a k-simplex o is the non-degenerate convex hull of
k+1 geometrically distinct points vo,...vx € R"™ with n > k.
In other words, it is the intersection of all convex sets containing
(vo, . . . vi); namely:

k k
Uk:{xER"kr:Zofw with o' > 0 and Zaizl},

i=0 1=0

The entities vo, ... vy are called the vertices and k is called the
dimension of the k-simplex., which we will denote as:

g — {’Uo’U1...’Uk} .

3.1.2 Orientation of a Simplex

Note that all orderings of the £ 4+ 1 vertices of a k-simplex can
be divided into two equivalent classes, i.e., two orderings differ-
ing by an even permutation. Such a class of orderings is called an
orientation. In the present work, we always assume that local ori-
entations are given for each simplex; that is, each element of the
mesh has been given a particular orientation. For example, an edge
o1 = {wvov1} in Figure 2 has an arrow indicating its default ori-
entation. If the opposite orientation is needed, we will denote it as
{v1vo}, or, equivalently, by —{vov: }. For more details and exam-
ples, the reader is referred to [Munkres 1984; Hirani 2003].

3.1.3 Boundary of a Simplex

Any (k-1)-simplex spanned by a subset of {vo, ... v} is called a
(k-1)-face of of. That is, a (k-1)-face is simply a (k-1)-simplex



whose k vertices are all from the k+1 vertices of the k-simplex.
The union of the (k-1)-faces is what is called the boundary of the
k-simplex. One should be careful here: because of the default ori-
entation of the simplices, the formal signed sum of the (k-1)-faces
defines the boundary of the k-simplex. Therefore, the boundary
operator takes a k-simplex and gives the sum of all its (k-1)-faces
with 1 or —1 as coefficients depending on whether their respective
orientations match or not, see Figure 4.

Vy Vo

J _

v v Vi V2

Figure 3: The boundary operator O applied to a triangle (a 2-simplex) is
equal to the signed sum of the edges (i.e., the 1-faces of the 2-simplex).

To remove possible mistakes in orientation, we can define the
boundary operator as follows:

k

3{1)01)1""(%}:Z(—l)j{vo,..‘,i]\j,...,’uk}, (2)

=0

where v; indicates that v; is missing from the sequence, see Fig-
ure 3. Clearly, each k-simplex has k+1 (k-1)-faces. For this state-
ment to be valid even for k& = 0, the empty set () is usually defined
as a (—1)-simplex face of every O-simplex. The reader is invited to
verify this definition on the triangle {vo, v1, v2} in Figure 3:

0{wo,v1,v2} = {v1,v2} — {vo, v2} + {vo, v1}.

Figure 4: Boundary operator applied to a triangle (left), and a tetrahedron
(right). Orientations of the simplices are indicated with arrows.

3.1.4 Simplicial Complex

A simplicial complex is a collection /C of simplices, which satisfies
the following two simple conditions:

o every face of each simplex in K is in K;
¢ the intersection of any two simplices in K is either empty, or an
entire common face.

AV TA,

Simplicial complexes Not a simplicial complex

Computer graphics makes heavy use of what is called realizations
of simplicial complexes. Loosely speaking, a realization of a sim-
plicial complex is an embedding of this complex into the under-
lying space R™. Triangle meshes in 2D and tet meshes in 3D are
examples of such simplicial complexes (see Figure 1). Notice that
polygonal meshes can be easily triangulated, thus can be easily
turned into simplicial complexes. One can also use the notion of
cell complex by allowing the elements of K to be non-simplicial;
we will restrict our explanations to the case of simplicial complexes
for simplicity.

3.1.5 Discrete Manifolds

An n-dimensional discrete manifold M is an n-dimensional sim-
plicial complex that satisfies the following condition: for each
simplex, the union of all the incident n-simplices forms an n-
dimensional ball (i.e., a disk in 2D, a ball in 3D, etc), or half a
ball if the simplex is on the boundary. As a consequence, each (n-
1)-simplex has exactly two adjacent n-simplices—or only one if it
is on a boundary.

Basically, the notion of discrete manifold corresponds to the usual
Computer Graphics acceptation of “manifold mesh”. For example
in 2D, discrete manifolds cannot have isolated edges (also called
sticks or hanging edges) or isolated vertices, and each of their edges
is adjacent to 2 triangles (except for the boundary; in that case, the
edge is adjacent to only one triangle). A surface mesh in 3D cannot
have a “fin”, i.e., an edge with more than two adjacent triangles. To
put it differently, infinitesimally-small, imaginary inhabitants of a
n-dimensional discrete manifolds would consider themselves living
in R™ as any small neighborhood of this manifold is isomorphic to
R™.

V, V. Vv, V-
\2) V2

Figure 5: (a) A simplicial complex consisting of all vertices {vo, v1,v2,v3}

and edges {ep,e1,e2,es,ea}. This simplicial complex is not a discrete

manifold because the neighborhoods of the vertices v1 and va are not 1D

balls. (b) If we add the triangles fo and f1 to the simplicial complex, it

becomes a 2-manifold with one boundary.

3.2 Notion of Chains

We have already encountered the notion of chain, without mention-
ing it. Recall that the boundary operator takes each k-simplex and
gives the signed sum of all its (k-1)-faces. We say that the boundary
of a k-simplex produces a (k-1)-chain. The following definition is
more precise and general.

3.2.1 Definition

A k-chain of an oriented simplicial complex /C is a set of values,
one for each k-simplex of JIC. That is, a k-chain ¢ can then be
thought of as a linear combination of all the k-simplices in K:

c = Z c(o) - o, 3

cek

where ¢(o) € R. We will denote the group of all k-chains as Cy.

3.2.2 Implementation of Chains

Let the set of all k-simplices in K be denoted K*, and let its car-
dinality be denoted as |KC¥|. A k-chain can simply be stored as a

vector (or array) of dimension |K*|, i.e., one number for each k-
simplex o, € Kk

3.2.3 Boundary Operator on Chains

‘We mentioned that the boundary operator 0 was returning a particu-
lar type of chain, namely, a chain with coefficients equal to either 0,



1, or —1. Therefore, it should not be surprising that we can extend
the notion of boundary to act also on k-chains, simply by linearity:

BZ CrOL = chaak.
k k

That is, from one set of values assigned to all simplices of a com-

1 .
/\ 3
- /
(2) (b)
Figure 6: (a) An example of 1-chain being the boundary of a face (2-

simplex); (b) a second example of 1-chain with 4 nonzero coefficients.

1

plex, one can deduce another set of values derived by weighting the
boundaries of each simplex by the original value stored on it. This
operation is very natural, and can thus be implemented easily as
explained next.

3.2.4 Implementation of the Boundary Operator

Since the boundary operator is a linear mapping from the space of
k-simplices to the space of (k-1)-si Ehces it can simply be rep-
resented by a matrix of dimension |[KC*~*| x |K*|. The reader can
convince herself that this matrix is sparse, as only immediate neigh-
bors are involved in the boundary operator. Similarly, this matrix
contains only the values 0, 1, and —1. Notice that in 3D, there are
three non-trivial boundary operators i (01 is the boundary oper-
ator on edges, 02 on triangles, 03 on tets). However, the operator
needed for a particular operation is obvious from the type of the
argument: if the boundary of a tet is needed, the operator 05 is the
only one that makes sense to apply; in other words, the boundary of
a k-simplex oy, is found by invoking Or 0. Thanks to this context-
dependence, we can simplify the notation and remove the subscript
when there is no ambiguity.

3.3 Notion of Cochains

A k-cochain w is the dual of a k-chain, that is to say, w is a linear
mapping that takes k-chains to R. One writes:

w:Ck—>]R7

c— w(c),

which reads as: a k-cochain w operates on a k-chain c to give a
scalar in R. Since a chain is a linear combination of simplices, a
cochain returns a linear combination of the values of that cochain
on each simplex involved.

Clearly, a cochain also corresponds to one value per simplex (since
all the k-simplices form a basis for the vector space Ci, and we
only need to know the mapping of vectors in this basis to determine
a linear mapping), and hence the notion of duality of chains and
cochains is appropriate. But contrary to a chain, a k-cochain is
evaluated on each simplex of the dimension k. In other words, a
k-cochain can be thought of as a field that can be evaluated on each
k-simplex of an oriented simplicial complex .

3.3.1 Implementation of Cochains

The numerical representation of cochains follows from that of
chains by duality. Recall that a k-chain can be represented as a
vector ¢, of length equal to the number of k-simplices in M. Sim-
ilarly, one may represent w by a vector w® of the same size as c.

Now, remember that w operates on c¢ to give a scalar in R. The
linear operation w(c) translates into an inner product w” - ¢x. More
specifically, one may continue to think of ci as a column vector so
that the R-valued linear mapping w can be represented by a row
vector (w*)?, and w(c) becomes simply the matrix multiplication
of the row vector (w®)* with the column vector c,. The evaluation
of a cochain is therefore trivial to implement.

3.4 Discrete Forms as Co-Chains

The attentive reader will have noticed by now: k-cochains are dis-
crete analogs to differential forms. Indeed, a continuous k-form
was defined as a linear mapping from k-dimensional sets to R, as
we can only integrate a k-form on a k-(sub)manifold. Note now
that a kD set, when one has only a mesh to work with, is simply
a chain. And a linear mapping from a chain to a real number is
what we called a cochain: a cochain is therefore a natural discrete
counterpart of a form.

For instance a 0-form can be evaluated at each point, a 1-form can
be evaluated on each curve, a 2-form can be evaluated on each sur-
face, etc. Now if we restrict integration to take place only on the
k-submanifold which is the sum of the k-simplices in the triangu-
lation, we get a k-cochain; thus k-cochains are a discretization of
k-forms. One can further map a continuous k-form to a k-cochain.
To do this, first integrate the k-form on each k-simplex and assign
the resulting value to that simplex to obtain a k-cochain on the k-
simplicial complex. This k-cochain is a discrete representation of
the original k-form.

3.4.1 Evaluation of a Form on a Chain

We can now naturally extend the notion of evaluation of a differen-
tial form w on an arbitrary chain simply by linearity:

/ .ciaiw:ZCi/aiw. @)
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As mentioned above, the integration of w on each k-simplex oy
provides a discretization of w or, in other words, a mapping from
the k-form w to a k-cochain represented by:

wli] :L‘w.

i

However convenient this chain/cochain standpoint is, in practical
applications, one often needs a point-wise value for a k-form or to
evaluate the integration on a particular k-submanifold. How do we
get these values from a k-cochain? We will cover this issue of form
interpolation in Section 6.

4 Operations on Chains and Cochains

4.1 Discrete Exterior Derivative

In the present discrete setting where the discrete differential forms
are defined as cochains, defining a discrete exterior derivative can
be done very elegantly: Stokes’ theorem, mentioned early on in
Section 2, can be used to define the exterior derivative d. Tra-
ditionally, this theorem states a vector identity equivalent to the
well-known curl, divergence, Green’s, and Ostrogradsky’s theo-
rems. Written in terms of forms, the identity becomes quite sim-
ple: it states that d applied to an arbitrary form w is evaluated on an
arbitrary simplex o as follows:

/dw:/ w. (®)]
o do



You surely recognize the usual property that an integral over a k-
dimensional set is turned into a boundary integral (i.e., over a set of
dimension k-1). With this simple equation relating the evaluation
of dw on a simplex o to the evaluation of w on the boundary of this
simplex, the exterior derivative is readily defined: each time you
encounter an exterior derivative of a form, replace any evaluation
over a simplex o by a direct evaluation of the form itself over the
boundary of o. Obviously, Stokes’ theorem will be enforced by
construction!

4.1.1 Coboundary Operator

The operator d is called the adjoint of the boundary operator 0: if
we denote the integral sign as a pairing, i.e., with the convention that
I} . w = [w, o], then applying d on the left hand side of this operator
is equivalent to applying O on the right hand: [dw, o] = [w, do].
For this very reason, d is sometimes called the coboundary operator.

Finally, by linearity of integration, we can write a more general
form of Stokes’ theorem, now extended to arbitrary chains as fol-

S

v=Ye [w
Zi C;0; B(Zz CiO'i) Zl c;0o; ¢ do;
Consider the example shown in Figure 7. The discrete exterior
derivative of the 1-form, defined as numbers on edges, is a 2-
form represented by numbers on oriented faces. The orientation
of the 1-forms may be opposite to that induced on the edges by
the orientation of the faces. In this case, the values on the edges
change sign. For instance, the 2-form associated with the d of the

1-forms surrounding the oriented shaded triangle takes the value
w=2-1-0.75=0.25.

05 3

0.75
Figure 7: Given a 1-form as numbers on oriented edges, its discrete exte-

rior derivative is a 2-form. In particular, this 2-form is valued 0.25 on the
oriented shaded triangle.

4.1.2 Implementation of Exterior Derivative

Since we use vectors of dimension |KC*| to represent a k-cochain,
the operator d can be represented by a matrix of dimension
[KC¥+1| % |KCF|. Furthermore, this matrix has a trivial expression.
Indeed, using the matrix notation introduced earlier, we have:

/(%w = w'(0c) = (W'd)c = (B'w)'ec= /dw.

c

Thus, the matrix d is simply equal to 9*. This should not come as a
surprise, since we previously discussed that d is simply the adjoint
of 0. Note that care should be used when boundaries are present.
However, and without digging too much into the details, it turns
out that even for discrete manifolds with boundaries, the previous
statement is valid. Implementing the exterior derivative while pre-
serving Stokes’ theorem is therefore a trivial matter in practice. No-
tice that just like for the boundary operator, there is actually more

than one matrix for the exterior derivative operator: there is one per
simplex dimension. But again, the context is sufficient to actually
know which matrix is needed. A brute force approach that gets rid
of these multiple matrices is to use a notion of super-chain, i.e., a
vector storing all simplices, ordered from dimension O to the di-
mension of the space: in this case, the exterior derivative can be
defined as a single, large sparse matrix that contains these previ-
ous matrices as blocks along the diagonal. We will not use this
approach, as it makes the exposition less intuitive in general.

4.2 Exact/Closed Forms and Poincaré Lemma

A k-form w is called exact if there is a (k-1)-form « such that w =
da, and it is called closed if dw = 0.

(a) (b)
Figure 8: (a) The 2-form on the oriented shaded triangles defined by the
exterior derivative d of the 1-form on the oriented edges is called an exact 2-
form; (b) The 1-form on the oriented edges whose derivative d is identically
zero is called a closed 1-form.

It is worth noting here that every exact form is closed, as will be
seen in Section 4.3. Moreover, it is well-known in the continuous
setting that a closed form on a smooth contractible (sub)-manifold
is locally exact (to be more accurate: exact over any disc-like re-
gion). This result is called the Poincaré lemma. The discrete ana-
logue to this lemma can be stated as follows: given a closed k-
cochain w on a star-shaped complex, that is to say, dw = 0, there
exits a (k-1)-cochain « such that w = da. For a formal statement
and proof of this discrete version, see [Desbrun et al. 2004].

4.3 Introducing the deRham Complex

The boundary of a boundary is the empty set. That is, the boundary
operator applied twice to a k-simplex is zero. Indeed, it is easy to
verify that 0 do, = 0, since each (k-2)-simplex will appear exactly
twice in this chain with different signs and, hence, cancel out (try
it at home!). From the linearity of 9, one can readily conclude that
the property 99 = 0 is true for all k-chains since the k-simplices
form a basis. Similarly, one has that the discrete exterior derivative
satisfies d d = 9'9" = (09)" = 0, analogously to the exterior
derivative of differential forms (notice that this last equality corre-
sponds to the equality of mixed partial derivatives, which in turn is
responsible for identities like V X V=0and V- Vx = 01in R3).

. /N 2
Figure 9: The chain complex of a tetrahedron with the boundary operator:

[from the tet, to its triangles, to their edges, and to their vertices.

4.3.1 Chain Complex

In general, a chain complex is a sequence of linear spaces, con-
nected with a linear operator D that satisfies the property D D = 0.
Hence, the boundary operator O (resp., the coboundary operator d)
makes the spaces of chains (resp., cochains) into a chain complex,
as shown in Figures 9 and 13.

When the spaces involved are the spaces of differential forms, and
the operator is the exterior derivative d, this chain complex is called



the deRham complex. By analogy, the chain complex for the spaces
of discrete forms and for the coboundary operator is called the dis-
crete deRham complex (or sometimes, the cochain complex).

4.3.2 Examples

Consider the 2D simplicial complex in Figure 10(a) and choose the
oriented basis of the i-dimensional simplices (¢ = 0 for vertices,
¢ = 1 for edges and ¢ = 2 for the face) as suggested by the ordering
in the figure.

V3

g g :
1 0 1 e
Vi Vi v, !

Figure 10: Three examples of simplicial complexes. The ﬁrstl one is not
manifold. The two others are.

One gets 9(fo) = eo—ea—es; this can be identified with the vector
(1,0,0,—1, —1), representing the coefficient in front of each sim-
plex. By repeating similar calculations for all simplices, one can
readily conclude that the boundary operator O is given by:

1 -10 0 -1 0
0 1 -10 0 1
=0 ],00=|0 110 0|,
-1 0 0 -1 1 —1
-1 0 0 0 0 O
y

That is, the chain complex under the boundary operator 9 can be
written as:

0—C 20 ¢ —0
where C;, i = 0, 1, 2, denote the spaces of i-chains.

Consider now the domain to be the mesh shown in Figure 10(b).
The exterior derivative operator, or the coboundary operator, can be
expressed as:

11 0
0 -1 1
=0 o=
1 0 0
0 -1 0

1

[

0
0 1 1001 1

11>, d:(011071)~

1

It is worth noting that, since d is adjoint to 0 by definition, the

coboundary operator d induces a cochain complex:

De—ct it Lo

where C¢, 7 = 0, 1, 2, denote the spaces of i-cochains.

Finally, suppose the domain is the tetrahedron in Figure 10(c), then
the exterior derivative operators are:

-1 1 0 O
o 0O -11 0 1 11-10 00 5
_ -1 0 1 O —[ 100 1-10 —( = —
d'= 1 0 0 —1 ’ —\{01 0011 7d_( tit 1)
0O 1 0 -1 00 1 10 1
0O 0 -1 1

4.4 Notion of Homology and Cohomology

Homology is a concept dating back to Poincaré that focuses on
studying the topological properties of a space. Loosely speaking,
homology does so by counting the number of holes. In our case,
since we assume that our space is a simplicial complex (i.e., triangu-
lated), we will only deal with simplicial homology, a simpler, more
straightforward type of homology that can be seen as a discrete ver-
sion of the continuous definition (in other words, it is equivalent to
the continuous one if the domain is triangulated). As we are about
to see, the notion of discrete forms is intimately linked with these
topological notions. In fact, we will see that (co)homology is the
study of the relationship between closed and exact (co)chains.

4.4.1 Simplicial Homology

A fundamental problem in topology is that of determining, for two
spaces, whether they are topologically equivalent. That is, we wish
to know if one space can be morphed into the other without having
to puncture it. For instance, a sphere-shaped tet mesh is not topo-
logically equivalent to a torus-shaped tet mesh as one cannot alter
the sphere-shaped mesh (i.e., deform, refine, or coarsen it locally)
to make it look like a torus.

The key idea of homology is to define invariants (i.e., quantities
that cannot change by continuous deformation) that characterize
topological spaces. The simplest invariant is the number of con-
nected components that a simplicial complex has: obviously, two
simplicial complexes with different numbers of pieces cannot be
continuously deformed into each other! Roughly speaking, ho-
mology groups are an extension of this idea to define more sub-
tle invariants than the number of connected components. In gen-
eral, one can say that homology is a way to define the notion of
holes/voids/tunnels/components of an object in any dimension.

Cycles and their Equivalence Classes Generalizing the
previous example to other invariants is elegantly done using the no-
tion of cycles. A cycle is simply a closed k-chain; that is, a linear
combination of k-simplices so that the boundary of this chain (see
Section 3.2) is the empty set. Any set of vertices is a closed chain;
any set of 1D loops are too; etc. Equivalently, a k-cycle is any
k-chain that belongs to Ker 0y, by definition.

On this set of all k-cycles, one can define equivalence classes. We
will say that a k-cycle is homologous to another k-cycle (i.e., in
the same equivalence class than the other) when these two chains
differ by a boundary of a (k+1)-chain (i.e., by an exact chain). No-
tice that this exact chain is, by definition (see Section 4.2), in the
image of Okt1, i.e., Im Or4+1. To get a better understanding of
this notion of equivalence class, the reader is invited to look at Fig-
ure 11: the 1-chains L; and L3 are part of the same equivalence
class as their difference is indeed the boundary of a well-defined
2D chain—a rubber-band shape in this case. Notice that as a conse-
quence, L can be deformed into L3 without having to tear the loop
apart. However, Lo is not of this class, and thus cannot be deformed
into L3; there’s no 2-chain that corresponds to their difference.

4.4.2 Homology Groups

Let us now use these definition in the simple case of the 0*" homol-
ogy group Hp.

Homology Group H, The boundary of any vertex is ). Thus,
any linear combination of vertices is a 0-cycle by definition. Now
if two vertices vo and v; are connected by an edge, v1 — vo (i.e.,
the difference of two cycles) is the boundary of this edge. Thus, by
our previous definition, two vertices linked by an edge are homolo-
gous as their difference is the boundary of this edge. By the same
reasoning, any two vertices taken from the same connected compo-
nent are, also, homologous, since there exists a chain of edges in
between. Consequently, we can pick only one vertex per connected
component to form a basis of this homology group. Its dimension,
Do, is therefore simply the number of connected components. The
basis elements of that group are called generators, since they gen-
erate the whole homology group.

Homology Group 7{; Let us proceed similarly for the 1% ho-
mology class: we now have to consider 1-cycles (linear combina-
tions of 1D loops). Again, one can easily conceive that there are
different types of such cycles, and it is therefore possible to separate
all possible cycles into different equivalence classes. For instance,



the loop L; in Figure 11 is topologically distinct from the curve
Lo: one is around a hole and the other is not, so the difference be-
tween the two is not the boundary of a 2-chain. Conversely, L1 is in
the same class as curve L3 since they differ by one connected area.
Thus, in this figure, the 1°* homology group is a 1-dimensional
group, and L; (or L3, equivalently) is its unique generator. The
reader is invited to apply this simple idea on a triangulated torus, to
find two loops as generators of H.

N :
Lo

Figure 11: Example of Homology Classes: the cycles L1 and Lo are topo-
logically distinct as one encloses a hole while the other does not; L1 and
L3 are however in the same equivalence class.

Formal Definition of Homology Groups We are now ready
to generalize this construction to all homology groups. Remember
that we have a series of k-chain spaces:

8 b3} b}
Cn*ﬂ')Cn—l"'i’Cl*:l’CO

with the property that 9 O is the empty set. This directly implies
that the image of C; through 0; is always in the kernel of 0;_1—
such a series is called a chain complex. Now, the homology groups
{Hk}r=0..n of a chain complex based on 9 are defined as the fol-
lowing quotient spaces:

Hi = Ker 9, /Im Oky1.

The reader is invited to check that this definition is exactly what we
did for the 0" and 1% homology groups—and it is now valid for
any order: indeed, we use the fact that closed chains (belonging to
Ker 0) are homologous iff their difference is in Im 9, and this is
exactly what this quotient vector space is.

Example Consider the example in Figure 10(a). Geometrically,
‘Ho is nontrivial because the simplicial complex o is disconnected
(it is easy to see {vo, v4 } form a basis for Ho), while H; is nontriv-
ial since the cycle (e1 — e2 + e4) is not the boundary of any 2-chain
of o ({(e1 — e2 + e4)} is indeed a basis for this 1D space H1).

Link to Betti Numbers The dimension of the k-th cohomology
group is called k-th Betti number; 8 = dimHy. For a 3D simpli-
cial complex embedded in R, these numbers have very straightfor-
ward meanings. o is the number of connected components, 31 is
the number of tunnels, 32 is the number of voids, while (33 is the
number of 4D holes, which is 0 in the Euclidean (flat 3D) case. Fi-
nally, note that >~, _, , (—1)* Bk, where 3y, is the k-th Betti num-
ber, gives us the well-known Euler characteristic.

4.4.3 Cohomology Groups

The definition of homology groups is much more general than what
we just reviewed. In fact, the reader can take the formal definition
in the previous section, replace all occurrences of chain by cochain,
of 0 by d, and reverse the direction of the operator between spaces
(see Section 4.3.2): this will also define equivalence classes. Be-
cause cochains are dual of chains, and d is the adjoint of 9, these
equivalence classes define what are actually denoted as cohomol-
ogy groups: the cohomology groups of the deRham complex for the
coboundary operator are simply the quotient spaces Ker d/Im d.
Finally, note that the homology and cohomology groups are not
only dual notions, but they are also isomorphic; therefore, the car-
dinalities of their bases are equal.

4.4.4 Calculation of the Cohomology Basis

One usual way to calculate a cohomology basis is to calculate a
Smith Normal Form to obtain the homology basis first (possibly
using progressive meshes [Gu and Yau 2003]), with a worst case
complexity of O(n®), and then find the corresponding cohomology
basis derived from this homology basis. We provide an alternative
method here with worst case complexity also equal to O(nS), The
advantage of our method is that it directly calculates the cohomol-
ogy basis.

Our algorithm is a modified version of an algorithm in [Edelsbrun-
ner et al. 2000], although they did not use it for the same purpose?.
We will use textrmrow#(.) to refer to the row number of the last
nonzero coefficient in a particular column.

The procedure is as follows:

1. Transform d” (size |KC*™!| x |KC¥|) in the following manner:

// For each column of dF
for(i = 0;i < |KF|; i++)
// Reduce column i
repeat
p «— row#(d* [4])
find j < 4 such that p==row#(d*[5])
make d* [i][p] zero by adding to d* [] a multiple of d* [5]
until j_not_found or column 7 is all zeros

At the end of this procedure, we get D* = d* N*, whose
non-zero column vectors are linearly independent of each
other and with different row#(.), and N* is a non-singular
upper triangular matrix.

2. Construct K* = {NF|DF = 0} (where N} and D¥ are
column vectors of matrices N* and D* respectively).
K* is a basis for kernel of d”.

3. Construct I* = { N} | 3; such that i = row#(fol)}

4. Construct P* = K* — [*
P* is a basis of the cohomology.

Short proof of correctness: First, notice that the Nik ’s are all lin-
early independent because N is nonsingular. For any nonzero lin-
ear combination of vectors in P* , row#(.) of it (say ©) equals the
max of row#(.) of vectors with non-zero coefficients. But 7 is not
row#(.) of any DE’“U (and thus any linear combination of them)
by definition of P*. Therefore, we know that the linear combina-
tion is not in the image space of d*~! (since the range of d*~! is
the same as D*~!, by construction). Thus, P* spans a subspace of
Ker(d*)/Im(d*~1) of dimension Card(P*).

One can also prove that I¥ is a subset of K*. Pick an N/ with
i= row#(Dﬁkil)). We have: d* Dﬁkil) =0 (since d* od*~! =
0). Now row#(r = (N*¥)=' d*=1;) = i (the inverse of an
upper triangular matrix is also an upper triangular matrix). So con-
sequently, 0 = d* d*~1; = DF(N*)=t ¢*~1; = D*7 means
that D¥ = 0 because the columns of D* are linearly indepen-
dent or 0. Therefore, Card(P*) = Card(K") — Card(I*) =
dim(Ker(d*))—dim(Im(d*~Y)), and we conclude that, P* spans
Ker(d®)/Im(d*~") as expected. ||

2Thanks to David Cohen-Steiner for pointing us to the similarities



4.45 Example

Consider the 2D simplicial complex in Figure 10(a) again. We will
show an example of running the same procedure described above
to compute a homology basis. The only difference with the previ-
ous algorithm is that we use 0 instead of d, since we compute the
homology basis instead of the cohomology basis.

1. Compute the DX = 9, N*’s and N*’s: D? is trivial, as it is

the same as O-.
0 100 -1
0 1 010—1
o], NN=|o001 1
0 000 1
0 000 0

-1 0
1 -
D1—<0 1
0 0
0 0
0 1 9 0 0
0 0 0 1 0
0 0 0 0 1

2. Construct the K’s:
= {Uo,vl,vz,vza,m}

(N© is the identity)

-

0
0
1
—1
0

[slelele)e)

K'= {( _%1 >,< *(1)1 )}—{(—60—61+62+63), (e1—eateq)}

3. Construct the I’s:

);

)

I° = {v1 (1 =row#(D})
vz (2 = row#(D})
vs (3 = rows(D}))}

I' = {(e1—ea+es) (4 =row#(D3)}

4. Consequently, the homology basis is:
P’ = {vo,v1,v2,v3,va} — {v1,v2,v3} = {vo,va}
P! = {(—e0—e1+e2+e3)}

This result confirms the basis we gave in the example of Sec-
tion 4.4.2. (Note that —(—60 —e1+ex+ 63) — (61 —e2 + 64) =
eo — ea — ez = Ofo, thus (—eg — e1 + ez + e3) spans the same
homology space as (e1 — e2 + €4)).

4.5 Dual Mesh and its Exterior Derivative

Let us introduce the notion of dual mesh of triangulated manifolds,
as we will see that it is one of the key components of our discrete
calculus. The main idea is to associate to each primal k-simplex a
dual (n-k)-cell. For example, consider the tetrahedral mesh in Fig-
ure 13, we associate a dual 3-cell to each primal vertex (0-simplex),
adual polygon (2-cell) to each primal edge (1-simplex), a dual edge
(1-cell) to each primal face (2-simplex), and a dual vertex (0-cell)
to the primal tet (3-simplex). By construction, the number of dual
(n-k)-cells is equal to that of primal k-simplices. The collection of
dual cells is called a cell complex, which need not be a simplicial
complex in general.

Yet, this dual complex inherits several properties and operations
from the primal simplicial complex. Most important is the notion of
incidence. For instance, if two primal edges are on the same primal
face, then the corresponding dual faces are incident, that is, they
share a common dual edge (which is the dual of the primal common
face). As a result of this incidence property, one may easily derive

a boundary operator on the dual cell complex and, consequently, a
discrete exterior derivative! The reader is invited to verify that this
exterior derivative on the dual mesh can be simply written as the
opposite of a primal one transposed:

Auer = (1) (dprimar) " 6)
The added negative sign appears as the orientation on the dual is
induced from the primal orientation, and must therefore be properly
accounted for. Once again, an implementation can overload the
definition of this operator d when used on dual forms using this
previous equation. In the remainder of our chapter, we will be using
d as a contextual operator to keep the notations a simple as possible.
Because we have defined a proper exterior derivative on the dual
mesh (still satisfying d o d = 0), this dual cell complex also carries
the structure of a chain complex. The structure on the dual complex
may be linked to that of the primal complex using the Hodge star (a
metric-dependent operator), as we will discuss in Section 5.

0-simplex 1-simplex 2-simplex
dual 2-cell dual 1-cell dual 0-cell

A A /A

Figure 12: A 2-dimensional example of primal and dual mesh elements.
On the top row, we see the primal mesh (a triangle) with a representative
of each simplicial complex being highlighted. The bottom row shows the
corresponding circumcentric dual cells (restricted to the triangle).

4.5.1 Dualization: The « Operator

For simplicity, we use circumcentric (or Voronoi) duality to con-
struct the dual cell complex. The circumcenter of a k-simplex is
defined as the center of the k-circumsphere, which is the unique k-
sphere that has all £ 4 1 vertices of the k-simplex on its surface. In
Figure 12, we show examples of circumcentric dual cells of a 2D
mesh. The dual O-cell associated with the triangular face is the cir-
cumcenter of the triangle. The dual 1-cell associated with one of the
primal edges is the line segment that joins the circumcenter of the
triangle to the circumcenter of that edge, while the dual 2-cell asso-
ciated with a primal vertex is corner wedge made of the convex hull
of the circumcenter of the triangle, the two centers of the adjacent
edges, and the vertex itself (see Figure 12, bottom left). Thereafter,
we will denote as * the operation of duality; that is, a primal sim-
plex o will have its dual called *o with the orientation induced by
the primal orientation and the manifold orientation. For a formal
definition, we refer the reader to [Hirani 2003] for instance. It is
also worth noting that other notions of duality such as the barycen-
tric duality may be employed. For further details on dual cell (or
“block”) decompositions, see [Munkres 1984].

4.5.2 Wedge Product

In the continuous setting, the wedge product A is an operation used
to construct higher degree forms from lower degree ones; it is the
antisymmetric part of the tensor product. For example, let o and
3 be 1-forms on a subset R C R?, their wedge product o A 3 is
a 2-form on R. In this case, one can relate the wedge product to
the cross product of vector fields on R. Indeed, if one considers the
vector representations of « and 3, the vector proxy to a A [ is the
cross product of the two vectors. Similarly, the wedge product of a



1-form ~ with the 2-form w = a A §is a 3-form p = v A w (also
called volume-form) on R which is analogous to the scalar triple
product of three vectors.

A discrete treatment of the wedge operator can be found
in [Hirani 2003]. Here, we only need to introduce the no-
tion of a discrete primal-dual wedge product: given a pri-
mal k-cochain ~ and a dual (n-k)-cochain w, the discrete
wedge product v A w is an n-form (or a volume-form).
For instance, in the example depicted in the inset,

the wedge product of the primal 1-cochain with \
the dual 1-cochain is a 2-form associated with the

diamond region defined by the convex hull of the \
union between the primal and dual edge (see in-

set).

5 Metric-Dependent Operators on Forms

Notice that up to now, we did not assume that a metric was avail-
able, i.e., we never required anything to be measured. However,
such a metric is necessary for many purposes. For instance, sim-
ulating the behavior of objects around us requires measurements
of various parameters in order to be able to model laws of motion,
and compare the numerical results of simulations. Consequently, a
certain number of operations on forms can only be defined once a
metric is known, as we shall see in this section.

5.1 Notion of Metric and Inner Product

A metric is, roughly speaking, a nonnegative function that describes
the “distance” between neighboring points of a given space. For
example, the Euclidean metric assigns to any two points in the Eu-
clidean space R?, say X = (21,2, 23) and Y = (y1, y2,¥3), the
number:

AX,Y)=[X = Y=/ (z1-91)% + (£2—12)* + (23— y3)>
defining the “standard” distance between any two points in R®. This

metric then allows one to measure length, area, and volume. The
Euclidean metric can be expressed as the following quadratic form:

Euclid __
q =

SO =
oo
—_ oo

Indeed, the reader can readily verify that this matrix g satisfies:
d*(X,Y) = (X —Y)'g(X — Y). Notice also that this metric
induces an inner product of vectors. Indeed, for two vectors u and
v, we can use the matrix g to define:

t
u-v=ugv.

Once again, the reader is invited to verify that this equality does
correspond to the traditional dot product when g is the Euclidean
metric. Notice that on a non-flat manifold, subtraction of two
points is only possible for points infinitesimally close to each other,
thus the metric is actually defined pointwise for the tangent space
at each point: it does not have to be constant. Finally, notice
that a volume form can be induced from a metric by defining

u" = ~/det(g) dz* A - Ada™.
5.2 Discrete Metric

In the discrete setting presented in this paper, we only need to mea-
sure length, area, and volume of the simplices and dual cells (note

these different notions of sizes depending on dimension will be de-
noted “intrinsic volumes” for generality). We therefore do not have
a full-blown notion of a metric, only a discrete metric. Obviously,
if one were to use a finer mesh, more information on the metric
would be available: having more values of length, area, and vol-
ume in a neighborhood provides a better approximation of the real,
continuous metric.

5.3 The Differential Hodge Star

Let us go back for a minute to the differential case to explain a new
concept. Recall that the metric defines an inner product for vectors.
This notion also extends to forms: given a metric, one can define
the product of two k-forms € QF(M) which will measure, in a
way, the projection of one onto the other. A formal definition can
be found in [Abraham et al. 1988]. Given this inner product denoted
(', ), we can introduce an operator x, called the Hodge star, that
maps a k-form to a complementary (n-k)-form:

*: QF (M) = Q" F(m),
and is defined to satisfy the following equality:
a AxB = (a, B) 1"

for any pair of k-forms « and /3 (recall that ™ is the volume form
induced by the metric g). However, notice that the wedge product
is very special here: it is the product of k-form and a (n-k)-form,
two complementary forms. This fact will drastically simplify the
discrete counterpart of the Hodge star, as we now cover.

0-forms (vertices)

1-forms (edges) 2-forms (faces)

3-forms (tets)

Figure 13: On the first line, the ‘primal’ chain complex is depicted and on
the second line we see the dual chain complex (i.e., cells, faces, edges and
vertices of the Voronoi cells of each vertex of the primal mesh,).

5.4 Discrete Hodge Star

In the discrete setting, the Hodge star becomes easier: we only
need to define how to go from a primal k-cochain to a dual (n-k)-
cochain, and vice-versa. By definition of the dual mesh, k-chains
and dual (n-k)-chains are represented by vectors of the same di-
mension. Similarly to the discrete exterior derivative (coboundary)
operator, we may use a matrix (this time of size |KC¥| x |K*|) to
represent the Hodge star. Now the question is: what should the
coefficients of this matrix be?

For numerical purposes we want it to be symmetric, positive def-
inite, and sometimes, even diagonal for faster computations. One
such diagonal Hodge star can be defined with the diagonal elements
as the ratio of intrinsic volumes of a k-simplex and its dual (n-k)-
simplex. In other words, we can define the discrete Hodge star
through the following simple rule:

i/ wa/ *w %)
|0k| ok B |*Ok| *O



Therefore, any primal value of a k-form can be easily transferred
to the dual mesh through proper scaling—and vice-versa; to be pre-
cise, we have:

*xn g = (—1)*Pq, 8)

which means that x on the dual mesh is the inverse of the x on
the primal up to a sign (the result of antisymmetry of the wedge
product, which happens to be positive for any k-form when n = 3).

So we must use the inverse of the Hodge star to go from a dual
(n-k)-cochain to a k-cochain. We will, however, use x to indistin-
guishably mean either the star or its inverse, as there is no ambiguity
once we know whether the operator is applied to a primal or a dual
form: this is also a context-dependent operator.

Implementation Based on Eq. (7), the inner product of forms
o and 8* at the diamond-shaped region formed by each k-simplex
and its dual (n — k)-simplex is simply the product of the value of
« at that k-simplex and value of x(3 at that dual (n — k)-simplex.
Therefore, the sum over the whole space gives the following in-
ner product (which involves only linear algebra matrix and vector
multiplications)

(", 8"y =o' * . ©)

where the Hodge star matrix has, as its only nonzero coefficients,
the following diagonal terms:

(*k)ag = [(+0)ql/(oq)]-

Notice that this definition of the inner product, when o = S, in-
duces the definition of the norm of k-forms.

Again, there are three different Hodge stars in R, one for each
simplex dimension. But as we discussed for all the other operators,
the dimension of the form on which this operator is applied disam-
biguates which star is meant. So we will not encumber our notation
with unnecessary indices, and will only use the symbol  for any of
the three stars implied.

The development of an accurate, yet fast to compute, Hodge star
is still an active research topic. However, this topic is beyond the
scope of the current chapter.

5.5 Discrete Codifferential Operator ¢

We already have a linear operator d which maps a k-form to a k+1-
form, but we do not have a linear operator which maps a k-form to
a (k-1)-form. Having defined a discrete Hodge star, one can now
create such an adjoint operator ¢ for the discrete exterior derivative
d. Here, adjoint is meant with respect to the inner product of forms;
that is, this operator § satisfies:

(da, ) = (a,68)  Vae Q" H(M),Be QM)

For a smooth, compact manifold without boundary, one can prove
that the operator (—1)"*~D+1 & dx satisfies the above condi-
tion [Abraham et al. 1988]. Let us try to use the same definition
in the discrete setting; i.e., we wish to define the discrete § applied
to k-forms by the relation:

§=(=1)"FDH gy (10)
Beware that we use the notation d to mean the context-dependent

exterior derivative. If you apply & to a primal k-form, then the
exterior derivative will be applied to a dual (n — k)-form, and thus,

Equation 6 should be used. Once this is well understood, it is quite
straightforward to verify the following series of equalities:

Eq. (9)

(dav, B) =

Eq.(8) w/ ke—k—1

(da)' % B=a'd" « 3

At (1) k=D)L gty g
_ at(fl)n(k71>+1 **(71)kdt */3

P (o)

holds on our discrete manifold. So indeed, the discrete d and ¢ are
also adjoint, in a similar fashion in the discrete setting as they were
in the continuous sense. For this reason, § is called the codifferen-
tial operator.

Implementation of the Codifferential Operator Thanks to
this easily-proven adjointness, the implementation of the discrete
codifferential operator is a trivial matter: it is simply the product of
three matrices, mimicking exactly the differential definition men-
tioned in Eq. (10).

5.6 Exercise: Laplacian Operator

At this point, the reader is invited to perform a little exercise. Let us
first state that the Laplacian A of a form is defined as: A = §d+dé.
Now, applied to a O-form, notice that the latter term disappears.
Question: in 2D, what is the Laplacian of a function f at a vertex
1?7 The answer is actually known: it is the now famous cotangent
formula [Pinkall and Polthier 1993], since the ratio of primal and
dual edge lengths leads to such a trigonometric equality. Applied to
a 1-form, however, the expression does have both terms as explicitly
given in [Fisher et al. 2007].

6 Interpolation of Discrete Forms

In Section 3.4, we argued that k-cochains are discretizations of k-
forms. This representation of discrete forms on chains, although
very convenient in many applications, is not sufficient to fulfill cer-
tain demands such as obtaining a pointwise value of the k-form. As
aremedy, one can use an interpolation of these chains to the rest of
space. For simplicity, these interpolation functions can be taken to
be linear (by linear, we mean with respect to the coordinates of the
vertices).

6.1 Interpolating 0-forms

It is quite obvious how to linearly interpolate discrete O-forms (as
0-cochains) to the whole space: we can use the usual vertex-based
linear interpolation basis, often referred to as the hat function in the
Finite Element literature. This basis function will be denoted as ;
for each vertex v;. By definition, (; satisfies:

pi=1 atw;, i =0 atv; #uv;

while ¢; linearly goes to zero in the one-ring neighborhood of v;.
The reader may be aware that these functions are, within each sim-
plex, barycentric coordinates, introduced by Mdobius in 1827 as
mass points to define a coordinate-free geometry.

With these basis functions, one can easily check that if we denote a
vertex v; by o, we have:

/ _/ _/ 1 ifi=,
VP T P T T o it £

J J J

Therefore, these interpolating functions represent a basis of O-
cochains, that exactly corresponds to the dual of the natural basis of
0-chains.



6.2 Interpolating 1-forms

We would like to be able to extend the previous interpolation tech-
nique to 1-forms now. Fortunately, there is an existing method to
do just that: the Whitney 1-form (used first in [Whitney 1957]) as-
sociated with an edge o;; between v; and v; is defined as:

Poy; = pidp; — pjdpi.

A direct computation can verify that:

1 ifi =kandj =1,

/ Yo; = —1 ifi=1landj =k,
Tkl 0 otherwise.

Indeed, it is easy to see that the integral is 0 when we are not inte-
grating it on edge e;;, because at least one of the vertices (say, %) is
not on the edge, thus, ¢; = 0 and dy; = 0 on the edge. However,
along the edge o;;, we have ¢; + ¢; = 1, therefore:

»i=0 ©i=0
[ eri= [ twda-p)-1-p0dp) = [ (~do =1.
i pi=1 pi=1

‘We thus have defined a correct basis for 1-cochains.
6.3 Interpolating with Whitney k-Forms

One can extend these 1-form basis functions to arbitrary k-
simplices. In fact, Whitney k-forms are defined similarly:

Poigig,eiy — k! Z (71)j90¢j dpig A+ N dgpij e Ndpiy,

j=0...k

where dyp;, means that dy;, is excluded from the product. No-
tice how this definition exactly matches the case of vertex and edge
bases, and extends easily to higher dimensional simplices.

Remark If a metric is defined (for instance, the Euclidean met-
ric), we can simply identify dp with V¢ for the real calculation.
This corresponds to the notion of sharp (1), but we will not develop
this point other than for pointing out the following remark: the tra-
ditional gradient of a linear function f in 2D, known to be constant
per triangle, can indeed be re-written a la Whitney:

iteiter=1
VE=Y fiVe: TR ST (= £) (0 Vi V).
i 1,3,9#7

The values (f; — f;) are the edge values associated with the gradient,
i.e., the values of the one-form df .

Figure 14: V for the vertex on top

Basis of Forms The integration of the Whitney form ¢, as-
sociated with the k-simplex oy, will be 1 on that particular simplex,
and 0 on all others. Indeed, it is a simple exercise to see that the
integration of ¢, is O on a different k-simplex, because there is
at least one vertex of this simplex v; that does not belong to oy,
so its hat function ¢; is valued 0 everywhere on oj. Since ¢; or
dep; appears in every term, the integral of ¢, is 0. To see that
the integral is 1 on the simplex itself, we can use Stokes’ theorem
(as our discrete forms satisfy it exactly on simplices): first, suppose
k < n, and pick a (k + 1)-simplex, such that the k-simplex oy, is
a face of it. Since it is 0 on other faces, the integral of the Whitney
form is equal to the integral of dpo, = (k+ 1) dpi, A+ Adps,
on the (k + 1)-simplex, if we use ¢;; as a local reference frame for
the integration, fgk+1 dpig A -+ A de;, is simply the volume of a
standard simplex, which is ﬁ thus the integral is 1. The case
when k = n is essentially the same as k = n — 1.

This means that these Whitney forms are forming a basis of their
respective form spaces. In a way, these bases are an extension of
the Finite Element bases defined on nodes, or of the Finite Volume
elements that are constant per tet.

Note finally that the Whitney forms are not continuous; however,
they are continuous along the direction of the k-simplex (i.e., tan-
gential continuity for 1-forms, and normal continuity for 2-forms);
this is the only condition needed to make the integration well de-
fined. In a way, this property is the least we can ask them to be. We
would lose generality if we were to add any other condition! The
interested reader is referred to [Bossavit 1998] for a more thorough
discussion on these Whitney bases and their relations to the notion
of weak form used in the Finite Element Method.

7 Application to Hodge Decomposition

We now go through a first application of the discrete exterior calcu-
lus we have defined up to now. As we will see, the discrete case is
often much simpler than its continuous counterpart; yet it captures
the same properties.

7.1 Introducing the Hodge Decomposition

It is convenient in some applications to use the Helmholtz-Hodge
decomposition theorem to decompose a given continuous vector
field or differential form (defined on a smooth manifold M) into
components that are mutually orthogonal (in the £? sense), and
easier to compute (see [Abraham et al. 1988] for details). In fluid
mechanics for example, the velocity field is generally decomposed
into a part that is the gradient of a potential function and a part
that is the curl of a stream vector potential (see Section 8.3 for
further details), as the latter one is the incompressible part of the
flow. When applied to k-forms, this decomposition is known as the
Hodge decomposition for forms and can be stated as follows:

Given a manifold M and a k-form w* on M with appropriate
boundary conditions, w" can be decomi)osed into the sum of
the exterior derivative of a (k-1)-form o* =1, the codifferential
of a (k+1)-form ¥, and a harmonic k-form hF:

Wb = da* 1 4 685 4 Bk,

Here, we use the term harmonic to mean that h* satisfies the equa-
tion Ah® = 0, where A is the Laplacian operator defined as
A = dé + dd. The proof of this theorem is mathematically in-
volved and requires the use of elliptic operator theory and similar
tools, as well as a careful study of the boundary conditions to en-



sure uniqueness. The discrete analog that we propose has a very
simple and straightforward proof as shown below.

7.2 Discrete Hodge Decomposition

In the discrete setting, the discrete operators such as the exterior
derivative and the codifferential can be expressed using matrix rep-
resentation. This allows one to easily manipulate these operators
using tools from linear algebra. In particular, the discrete version
of the Hodge decomposition theorem becomes a simple exercise in
linear algebra. Note that we will assume a boundaryless domain for
simplicity (the generalization to domains with boundary is concep-
tually as simple).

Theorem 7.1 Let K be a discrete manifold and let QF (K) be
the space of discrete Whitney k-forms on K. Consider the lin-
ear operator d* : QF (KC) — Q*1(K), such that d*t' od* =
0, and a discrete Hodge star which is represented as a sym-
metric, positive definite matrix. Furthermore, define the codif-
ferential (the adjoint of the operator d) as done in Section 5.5;
namely, let §*+1 = (—1)"EF=DFL R =L(@RYVERFL Iy this
case, the following orthogonal decomposition holds for all k:

QF(K) = dQF 1K) & 60T (K) @ HF (K)

where & means orthogonal sum, and H" (K) is the space of

harmonic k-forms on IC, that is, H* (KC) = {h | A*h = 0}.

Proof For notational convenience, we will omit the superscript of
the operators when the rank is obvious. We first prove that the three
component spaces are orthogonal. Clearly, using the facts that the
Laplacian operator A is equal to dd+9d and that d and § are adjoint
operators, one has that Yh € H:

(Ah,h)y =0 = (dbh,h) + (6dh, hy=(dh,dh) + (6h,0h)=0
= dh =0 and 6h=0

Also, for all o € QF71(K) and 3 € Q*+1(K), one has:
(da, 3) = (ddav, B) = 0
and

(do, h) = (@, 6h) =0 (h,88) = (dh,B) =0

Now, any k-form that is perpendicular to dQ*~'(K) and
SQFT(K) must be in H*(K), because this means dh = 0 and
0h =0,s0 Ah = ddh + ddh = 0.

Alternatively, we can prove that:
Q*(K) = AQK(K) @ H*(K).

By analogy to the previous argument, it is easy to show that AQF is
orthogonal to . Additionally, the dimension of these two spaces
sum up to the dimension of QF, which means the decomposition is
complete. |

Note that the reader can find a similar proof given in Appendix B
of [Frankel 2004], where it is used for Kirchhoff’s Circuit Laws.
There, Frankel does not mention that we can actually use cochains
as the discretization of forms, and his operations using a “metric”
of cochains can be interpreted as a Hodge star.

Implementation of the Discrete Hodge Decomposition
Before we discuss how to numerically implement the discrete
Hodge decomposition, we prove a useful result (that has a continu-
ous analog).

Lemma 7.2 In the discrete setting, one can find exactly one har-
monic cochain from each cohomology equivalence class.

Proof It is can be readily shown that the bases of harmonic
cochains and the cohomology groups both have the dimension
equal to dim(Ker d*) — dim(Im d*~"). To this end, recall that
a cohomology basis is defined as is Ker(d*)/Im(d"~!) and has
dimension dim(Ker d*) — dim(Im d*~!). Now, in order to see
that the space of harmonic cochains has this same dimension, sim-
ply note that: Ker(d*) = dQ*~! @ H*.

Now, the equation d(w + df) = 0 has a solution for each w in one
cohomology equivalence class. We know that the cochains forming
different cohomology groups are linearly inde}gendent, hence, we
conclude that these harmonic cochains span H". [ |

By virtue of the above lemma, the implementation of the Hodge
decomposition is simply recursive in the rank of the form (i.e.,
cochain). The case of O-forms is trivial: fix one vertex to a con-
stant, and solve the Poisson equation for O-forms. Now suppose
that we have a decomposition working for (k-1)-forms, and we look
for the decomposition of k-forms. Our approach is to get the har-
monic component h* first, so that we only need to solve a Poisson
equation for the rest:

Aw® = fF — pF (1n

One is left with the problem of finding a basis of harmonic forms.
Since we are given a Hodge star operator, we will use it to define
the metric on the space of cochains. This metric allows us to define
a basis for harmonic k-form (the dimension of this harmonic space
is generally small, since it is the k-th Betti number ). First, one
needs to calculate the cohomology basis {P;} based on the algo-
rithm in Section 4.4.4. Once we have {P;}, we solve one special
decomposition of (k-1)-forms by first computing the forms f; sat-
isfying:

Afi=—0P; (12)

Now H* = P, + df; gives us the forms in basis for harmonic k-
form space. After normalization, we have the basis to calculate the
projection h* = HH' f*, where we assemble all H” into a matrix
H. This completes the procedure of calculating the decomposition.

A nonsingular matrix is often preferable when it comes to solve
a linear system efficiently; we can change the Laplacian matrix
slightly to make the Poisson equation satisfy this requirement. First,
we can get an orthonormal basis for harmonic form space (the di-
mension is 3*). Now for basis e’ (column vector with j-th element
equal to 1, and O everywhere else), take the distance of e to the har-
monic space |/ — H H'e |; notice that this can be done in constant
time. Now take out the j-th column and j-th row of A if e has the
smallest distance from harmonic space, and repeat the step for 3*
times. We are left with a nonsingular matrix, and the solution to the
new linear system is a solution to the original Poisson equation.

8 Others Applications
8.1 Form-based Proof of Tutte’s Theorem
The notion of forms as convenient, intrinsic substitutes for vector

fields has been used to provide a concise proof of the celebrated
Tutte’s Embedding Theorem. This important result in graph theory



states that if one fixes the boundary of a 3-connected graph (i.e., a
typical polygonal mesh) to a convex domain in the plane and en-
sures that every non-boundary vertex is a strict convex combination
of its neighbors, then one obtains a planar straight-line embedding
of the graph. In other words, this embedding procedure will not
result in fold-overs. A significantly shorter alternative to the orig-
inal proof of this theorem was proposed by Gortler, Gotsman, and
Thurston [Gortler et al. 2006], using discrete 1-forms on edges. We
now present a sketch of their approach, using a formulation more in
line with the terms we used in this paper.

A Tutte embedding assigns to each vertex v; of a graph G some 2D
coordinates X(v;) = (x(v;),y(vi)). By definition, each interior
vertex v; satisfies a linear condition on its coordinates of the form:
X(v;) = Zvj en(iy WiiX(v;), where N(i) is the set of 1-ring
neighbors of vertex v;. These coefficients w;; are all nonnegative
due to the condition of strict convex combination mentioned above.
Now, for a given Tutte embedding, one can construct a O-form
z(v) = ax(v)+Py(v) for any pair of positive coefficients o and 3.
Notice that this 0-form satisfies the same convex combination con-
dition: z(v;) = Zvj en(s) WijZ(v;). As they are non negative,
one can identify these coefficients w;; with the diagonal Hodge
star of primal 1-forms (see Section 7) defined by a particular met-
ric. Therefore, the relationship 0 = Zv]_e\m) wij(z(v) — z(vi))
is equivalent to: d x dz = 0. There are two immediate conclu-
sions:

¢ the 1-form w = dz is closed (since it is the exterior derivative
of a O-form), and
o it is also co-closed since dw = (xdx)dz = *(d x dz) = 0.

To use the previously defined 1-form w to prove Tutte’s theorem,
Gortler et al. then invoke the usual definition of index of vector
fields, i.e., the number of revolutions that the direction of the vector
fields does along any small curve around this vertex. This concept is
one of the oldest in Algebraic Topology, initially stated by Poincaré
and then developed by Hopf and Morse in the continuous case. Its
discrete counterpart was first proposed by Banchoff, and used for
instance in [Lazarus and Verroust 1999]. A discrete Poincare-Hopf
index theorem also holds, stating that the sum of all indices must
be equal to 2 for a genus-0 patch. The final argument uses the link
between (co)closed forms and their indices. Indeed, because we
found a closed and coclosed form w, it can be easily shown that
these two properties induce that the index of each face must be less
or equal to zero, as well as the index of each vertex. Because the
boundary of the patch is convex, only two vertices on the boundary
have index 1. Since all the indices must sum to 2 and each interior
index must be less than zero, we can conclude that each interior
index is zero. Because this argument is valid for every positive pair
(a, B), one can easily deduce that each interior face is convex and
each vertex is a “wheel”; thus, injectivity can be guaranteed.

This rather elegant proof demonstrates how discrete forms and their
obvious links to Algebraic Topology can be quite powerful in a va-
riety of applications. We also point the interested reader to other
papers, such as [Mercat 2001; Gu and Yau 2003], for which special
discrete Hodge stars are defined to satisfy a discrete definition of
conformality: there are also very interesting research on this partic-
ular topic, once again using the calculus of exterior forms.

8.2 Electromagnetism with Forms

Electromagnetism can be formulated very elegantly using differen-
tial forms. For a detailed exposition of the geometric structure in
E&M, we refer the reader to [Bossavit 1998] and [Warnick et al.
1997]. In this approach, the electric field E is represented by a 1-
form as the integral of E along a path traced by a test charge g,

and is equal to the electromotive force experienced by that charge.
The electric displacement L as well as the current density J are
represented by 2-forms. The charge distribution p is a 3-form. The
magnetic field B is represented by a 2-form since it is measured as
a flux. whereas the magnetic field intensity H is a 1-form.

With these conventions, Maxwell’s equations can be rewritten as
follows:

OB+ dE =0, -0 L+dH = J, dL = p, (13)
subject to the constitutive equations:
L =e€FE, H =puB, (14)

where € is the permittivity, and p is the permeability. The consti-
tutive relations (14) are very similar to the Hodge star operator that
transforms a k-form to an (n-k)-form. Here, € operates on the elec-
tric field £/ (1-form) to yield the electric displacement L (2-form)
while . transforms the magnetic field B (2-form) into the magnetic
field intensity H (1-form). To this end, one may think of both €
and p as Hodge star operators induced from appropriately chosen
metrics. Note that the balance laws in (13) are metric-independent.

As the reader can guess, one can readily discretize this represen-
tation of the physical quantities F/, L, ... and the associated sys-
tem of equations (13-14) using the tools presented in this chapter.
The resulting numerical algorithms preserve exactly the geometric
structure of the system [Bossavit 1998], even in the presence of
charge and/or for irregular meshes [Stern et al. 2008].

8.3 Fluids

The geometric structure of Fluid Mechanics, specifically Euler’s
equations for inviscid fluids, has been investigated (see [Mars-
den and Weinstein 1983] and references therein). In this geo-
metric framework, vorticity is represented as a two-form (an area-
form) and Euler’s equations can be written as vorticity advection.
Roughly speaking, vorticity measures the rotation of a fluid par-
cel; we say the fluid parcel has vorticity when it spins as it moves
along its path. Vorticity advection means that the vorticity (as a
two-form) moves dynamically as if it is pushed forward by the fluid
flow. The integral of the vorticity on a given bounded domain is
equal, by Stokes’ theorem, to the circulation around the loop en-
closing the domain. This quantity, as the loop is advected by the
fluid, is conserved in the absence of external forcing, as well as the
total energy of the fluid. Inspired by this geometric viewpoint and
in light of the present development of Discrete Exterior Calculus,
one can develop a discrete differential approach to fluid mechanics
and an integration scheme that satisfy conservation of circulation,
see [Elcott et al. 2007] for further details.

8.4 Developments in Geometry Processing

Discrete forms, with their geometric nature we described up to
now, lend themselves naturally to geometric applications. From
the design of barycentric coordinates over arbitrary polytopes (see,
e.g., [Warren et al. 2007]) usable as dual form basis, to the design
of smooth, higher-order Whitney forms [Wang et al. 2006], discrete
forms have been shown particularly relevant in several geometry
processing tasks. Recent applications include point set reconstruc-
tion [Alliez et al. 2007], Eulerian treatment of interfaces [Mullen
et al. 2007], as well as conformal parameterization and its use for
quadrangle meshing [Tong et al. 2006]—note the recent non-linear
version that offers a complete notion of conformal equivalence for
triangle meshes [Springborn et al. 2008], including a discrete met-
ric.



9 Conclusions

In this chapter, we have provided an introduction to discrete
differential forms and explained how they can be extremely useful
in computational science. A convenient Discrete Exterior Calculus
solely based on values stored on a discrete manifold has been
derived. In the common 3D case, this calculus for scalar and vector
fields can be summarized by the following schematic graph:

vertex-based V. edge-based VX face-based Vo cell-based

scalar field vector field vector field scalar field
cell-based V. face-based V x edge-based V vertex-based
scalar field = vector field *= vector field *= scalar field

We have also given a discrete version of the Hodge decomposi-
tion, useful for a number of computations in various fields. Despite
numerous recent developments this geometric approach to compu-
tations is still nascent, and many details need to be explored and
proven superior to current approaches. In order to work towards
this goal, more work needs to be done to further demonstrate that
this idea of forms as fundamental readily-discretizable elements of
differential equations can be successfully used in various other con-
texts where predictive power is crucial.
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Further Reading

Despite a large number of theoretical books, we are aware of only
a few books with a truly “applied flavor” in line with this chap-
ter. For applications based on this exterior calculus or other geo-
metric algebras, see [Bossavit 1998; Flanders 2001; Bobenko and
Seiler 1999; Doran and Lasenby 2003; Gross and Kotiuga 2004;
Ramaswamy and Shapiro 2004]. The reader interested in the ap-
plication of differential forms to E&M is further referred to [War-
nick et al. 1997], for applications in fluid mechanics see [Mars-
den and Weinstein 1983], and in elasticity see [Kanso et al. 2007]
and [Frankel 2004]. The reader is also invited to check out cur-
rent developments of variants of DEC, for instance, in [Dimakis
and Miiller-Hoissen 1994; Schreiber 2003; Zapatrin 1996; Harri-
son 2005], as well as the nice, thorough review from Bochev and
Hyman [Bochev and Hyman 2005].

Finally, the interested reader can find additional material on the fol-
lowing websites:

Graphics and Applied Geometry at Caltech:
http://multires.caltech.edu/pubs/
http://www.geometry.caltech.edu/

Computational E&M (Alain Bossavit):
http://www.lgep.supelec.fr/mse/perso/ab/bossavit.html

Discrete Vector Fields and Combinatorial Topology (R. Forman):
http://math.rice.edu/~forman/

Discrete Mechanics at Caltech (Jerrold E. Marsden):
http://www.cds.caltech.edu/~marsden/
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