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Abstract

In this paper we present, a hardware implementation of aimult
touch display using a FTIR method [Han 2005], while augment-
ing a software implementation with a parallel processinmais
Nvidia's CUDA API. We thoroughly describe the process ofltbui
ing a multi-touch display using customized LCD display watin
infrared lighting using LEDs for touch point detection in am
frared light spectrum. We discuss the software implemantat
as well, starting with an image preprocessing and procgassa
ing NVIDIA's CUDA API and an optical tracking using GLSL and
demonstrate its capabilities on a virtual drum kit impleteenin
OpenGL. We conclude our work with the possibilities for aufat
work and research.

CR Categories: D.2.2 [Design tools and techniques]: User inter-
faces; H.5.2 [User Interfaces]: Input devices and strategi

Keywords: human computer interaction, touch interface, multi-
touch display

1 Introduction

From the beginning of the human computer interaction reseae-
searchers have investigated methods and interfaces fmalregss
of interaction with computer systems. Nowadays this resehas
progressed in big steps towards the systems for gesturadtitan
[Saffer 2008], eye gaze interaction [Morimoto and Mimic@®Z2[)
brain user interfaces [Nijholt et al. 2008], and especitdlyletop
multi-touch interfaces.

An overview of multi-touch systems was done by Bill Buxtorujd

ton 2007], going all the way back to the 1970s when the Plato IV
system, the first touch screen terminal had been introduted
paper is a continuation of our previous work [Fabo et al. 200
have improved the hardware implementation by making a etabl
metal-plate prototype, and enhanced the software parhdorpo-
rating image processing and touch point detection by usiBty G
processing capabilities.
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The remaining of this paper is organized as follows. The segt
tion sums up the latest research in the field of touch intemactn
the third section we discuss our hardware implementaticorde
ing materials and components used for building the muitekode-
vice. In the fourth section the software implementatiorissdssed,
describing the dataflow starting with an image grabbed fraaa-
era up to the output as a touch points used for generating visid
touch events. Finally, we conclude our work and discuss gurae
sible future works.

2 Related work

Let us review some well demonstrated systems using multkto
interaction. TouchLight system [Wilson 2004] enables tebased
interaction on a big vertical transparent screen, whilegigif-
fuse illumination for detecting touch points [Wilson 200#udson
[Hudson 2004] finds out, that it's not required to use speatiffise
illuminators. He describes the usage of LEDs as an optica®e
His prototype of input/output device could be probably aged to
the larger scale for using in touch surfaces.

Rear diffuse illumination techniques can be extended bgisgn
objects placed on top of the touch surface. Such systemsean b
implemented using special markers called fiducials, adyfids-
scribed in the reacTivision by [Jorda et al. 2006]. The esien

of the idea of the fiducial markers was presented in [Antlelet a
2009], where the fiducial markers can be connected in the puz-
zle way, thus extending the interaction techniques. In [i€inal.
2006], authors discuss the scheme for building touch takhey
describe the dataflow of standard algorithm for detectiahteack-
ing of the touch points. Finally [Kim et al. 2006] propose igais
gestures for touch based interaction with a virtual mapgKaiz

et al. 2007] authors omitted additional infrared illumiozt from
their hardware implementation, and proposed pure compisien
technique using four accurately placed cameras. Such amsyist
able to detect fingertips as well as touch points and geswiths
out any special set-ups. [Izadi et al. 2007] proposed dpbiased
touch sensing in a thin form factor, enabling to build it desithe
LCD screen. Itis based on the combination of light emittet an
optically isolated light detector, called retro-refleetigptosensor.
The interaction with such a device is not limited just to theyér
touches, it can detect any object reflecting infrared lighthat’s
more objects with their own infrared emitter would be abls¢ad
data directly into the device. By masking out such infraretdtier

on the object, it is possible to create a fiducial marker toar- F
thermore, in [Izadi et al. 2008] a touch display is extendétth an
electronically switchable diffuser. Such a diffuser has states,
the first when it is transparent i.e. light can pass through, tae
second when it is translucent i.e. light can pass througtoblyt
diffusely. This property is used in combination with two jao
tors with 60Hz refresh rate, allowing the resulting 120Hzoj&c-



tors are covered with special shutters, which in combimatidth

switchable diffuser can produce two images on the two sesteen

one above the other. Another approach for using multi-tdneh
puts was presented by [Benko et al. 2008], where a traditftata
projection surface is replaced by a spherical surface,gihgrthe
output image space to the sphere. Using of such sphericalibut
space is more appropriate for multiple user interaction the tra-
ditional flat surfaces [Benko et al. 2008]. The ordinary podpr has
been changed to LCD screen, with higher resolution for thpudu
images in [Motamedi 2008]. Furthermore they discuss theadet
tion of several user interaction states like touch poinéckdn and

the event of grasping of an object with some fiducial marker. A

[Rosenberg et al. 2009], the authors realized that the alaiuch
event has three properties. The first two are the locatiameofduch
point and the third is the pressure of the touch event. Thespre

was the main idea for building IMPAD touch device [Rosenberg

et al. 2009], which is based on the force variable resistohgse
electrical resistance decreases when compressed alldarirtge
sensing of outside forces [Rosenberg et al. 2009].

3 Hardware implementation

Our implementation is based on FTIR technology and the config
uration is inspired [Motamedi 2008]. We use a 1 cm thick plex-
iglass coupled with 27 inch Full HD LCD screen iiyama ProLite

E2710HDS. For FTIR functionality the plexiglass is edgeriti-
nated with two bars of 31 infrared LEDs generating infraigtitl

with 850nm wavelengths. Bars are placed one on the top edfje an

the other on the bottom edge of the plexiglass. Under thegitess

a customized LCD screen is placed. The customization isateed

because a factory build LCDs are not transparent for infréigint.

First of all, the LCD enclosing was removed. Some more LCDs
In our configuration we have re-

layers have to be removed too.
moved a white reflective layer, a diffuse layer, and a Frekare
layer, thus leaving the LCD only with one diffuse layer ané th
LCD plexiglass with the LCD illumination. Our customizatiof
the LCD is illustrated at Figure 1.
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Diffuse P\:

Plexiglass + lamps

White (reflex) ]
LCD
Diffuse :\\_>H\ \
Plexiglass + lamps o[ 0

Figure 1: LCD customization. At the top, the factory built DCat
the bottom, our customized LCD.

to do so was using a wide angle lens, providing the acceptatite
of lens distortion to the distance from the screen. The camiéth
wide angle lens and infrared band-filter configuration issiltated
at Figure 2.

Figure 2: Pixelink camera with wide angle lens and infraradds
pass filter attached.

Since Zaki Warfel [Warfel 2009] proposed using a paper fotgr
typing of physical devices, we initially used a cardboarotptype
for our hardware implementation. When all raised problersgsew
solved, we build a metal-plate prototype of our touch digpBoth
prototypes are illustrated at Figure 3.

Figure 3: Cardboard and metal-plate prototypes.

4 Software implementation

4.1 Calibration

The software implementation starts with camera calibratiGal-
ibration is done using a standard calibration process iestin
[Bradski and Kaehler 2008] with a chessboard image at vargod
entations as an input image. An output is generated as a twerea
matrices - intrinsic and distortion matrix. Process of gatieg in-
trinsic and distortion matrices are thoroughly describefBradski

For capturing purposes we use a firewire camera from Pixelink and Kaehler 2008].

which is able to capture images in higher resolution 128G$im

1014 and in 30 frames per second. This is enough for real-time Distortion matrix provides five parameters used to apprakama-

interaction with touch interface since human visual preoesas

dial and tangential distortion of camera lens. Radial diito rises

cycle time around 20 frames per seconds [Card et al. 1983} Fu from the shape of the lens, because the light rays which atfesiu

thermore, as an illumination from LCD mixes up with the im&d
illumination, we need to filter out the visible light spectruso the
camera captures only the infrared light spectrum. This iteday
using infrared band-pass filter allowing only light with vedength

from the center of the lens bent more than those closer indgkia
and Kaehler 2008]. Fortunately, this distortion can be axipnated
by Taylor series, thus the radial correction can be matheaigt
defined by Equation 1. Where tlg, k», k3 are the distortion pa-

between 700nm and 1000nm to pass through. Since we wanted tarameters from the distortion matrix created in calibrafirase.r

minimize the distance from the camera to the screen, thevoajy

stands for the distance of the point from the lens center.



4.3.2 Touch point detection

2 4 6
X =X(1+Kir®+kor” 4+ ksr®) @) After the background subtraction the image is remappeddardo
yr =y(1+ Ker2 +kor? + k3r6). clean up the distortion, and allows the detection of theliquaints.

The touch point detection itself is done by scale-invarfaature

transform implemented on GPU b u 2007].
Except of a radial distortion, there is a tangential digtortvhich P y W ]

raises from the manufacturing defects, which results innibie-
parallelism of the lens. This distortion can be defined nratite
ically by Equation 2. Whergy; and p, are parameters from the
distorion matrix created in the calibration process.

4.3.3 Registering touch events

Since Windows 7 has built in support for touch events, we used
a [vMu 2010] driver based on Microsoft WDK to support touch
events. vMulti creates a virtual device inside the opegasiystem,
Xcorrected= Xr -+ [2P1Yr + p2(r2+2xr2)] (2) vMulti library than connects to the virtual device and sentss-

_ 2 sages about the touch events. The current supported evertsva

= 2 . .
Yeorrected=Yr +[Pa(* +257) +2p2x] level Windows 7 events: TOUCKP and TOUCHDOWN.

4.2 Image preprocessing 4.4 MT-Drums - Demo application

Since the camera image contains more information that the LC . — .

screen itself, this phase is dedicated to finding the LCDescre Ve coupled our touch detection application with an OpenGivas
inside the camera image. This phase is implemented purely in {0 create a standard OpenGL application that is able to reveg
OpenCYV, since it is done only once at the very beginning. tFirs &nd match the touch point to the object in the OpenGL scene. As
of all, using intrinsic and distortion matrices createdtia talibra- a demonstration we created an application simulating a ddtum

tion phase, we are able to remap the image, thus clearingheut t When a touch event happens the drum in the OpenGL scene for a

distortion of the image. After the median filtering and theetih- moment increase its size to visually stimulate that it hasnbigt.
old operation, we run an OpenCV algorithm for finding congour The photo of interaction with Multi-touch Drumkit is illustted at
From the biggest contour in the image i.e. the LCD screeli,itge Figure 4.

are able to find out the ratio of LCD screen to the LCD resotutio
in both x and y directions, which are used later for mappingio
points to the LCD resolution.

4.3 Touch detection process
4.3.1 Background subtraction

The first phase of touch detection process is a backgrourtdasub
tion. Background subtraction is used for basic segmemtatiche
touch points. Since it is possible in our application thatshene’s
background could change in time, for example because dafrdiff
ent lighting conditions, we use a running average backgt®u-
traction. This method is better than simple subtractionnigaie-
cause, the model of the background is evolving in the timetheu Figure 4: Interaction with MT-Drumkit application for sifaing
information on averaging background subtraction can bedaat drums.

[Bradski and Kaehler 2008]. The background subtraction lman
parallelized using a CUDA API, so the pixel differences can b
computed simultaneously.

IavYYEY

_ _ 5 Conclusion and Future work
The exact process is following:

1. Grab the image frame from the camera. We described a basic background in building multi-toucHesb
and various technologies for such devices. We presenteblavdr
ware configuration based on FTIR technology coupled withran o
dinary LCD screen. Furthermore, we discuss the softwarts par
3. Copy the image to the graphic card. needed for implementing touch device. We have discussed the
. . . problems in calibration, image preprocessing, backgrauwirdrac-

4. Flip the image verticalfy tion, touch point detection and registration of touch esentthe
5
6

2. Convert the image to the grayscale image using the OpenCV
library.

. Subtract the current background from the image. operating system. To demonstrate the capability of the aomnb
) _ tion of the multi-touch tracking with the simple OpenGL sesmve
. Update the background model according to the averaging have created the demo application simulating a drum kit.

background subtraction method. . o ) ) )
As a future work, we will optimize the optical tracking, sethe

1The image needs to be flipped in order to eliminate the fatictiaera SIFT method, although done on GPU, is not that robust. Furthe
is sensing in the oposite direction we interact. Withoutlipping the user’s more, we are going to support gesture recognition in ordeséal
left hand will appear as a right hand in the camera image 2D gestures like "pinch” and zoom.
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