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Description

= dual core

m 64-bit (EMT64 = AMDG64)

m 4-ISsue

m Out-of-order

m 32 KB L1 instruction cache

m 2 X 32 KB dual ported L1 data cache
= shared 4MB L2 cache

= clock about 3GHz




Core Microarchitecture
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Sub-blocks

= Front end

m Out-of-order Engine

m Memory Subsystem




The Front End
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Macro-op Fusion
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M-0pPS Fusion

= If some Instructions requires two
operations => 2 yops
= sometimes they can be fused into 1 pop

m 1 record through the pipeline, split before
execution units/memory

s Macro-ops fusion for different class of
Instruction




Out-of-order Engine
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m False dependency:
MmO = mm1 + mm2, mm2 = mm3 - mm1l




Execution Units

Core Execution Units
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m SSE Instructions are executed in one cycle only!




Memory System
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Features of Memory System

m Prefetching (software, hardware)

m Directly data transfer between cores’ L1
data caches

m Shared L2 cache
= Memory Reorder Buffer (MOB)




Memory Aliasing Problem

= only out-of-order CPU
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Old solution

All loads are delayed if a store is In-flight
with an unknown address

Loads cannot proceed ahead of an
aliased store data pop

A store cannot be moved In front of
another store

safe but pessimistic




New solution

m 97/+% of loads and stores do not alias ([1])
= dynamic alias predictor
m loads can be speculative moved

m If bad prediction -> exception and flush of
the pipeline (stall)




Conclusion

Many features are already available In
AMD processors

SSE Is becoming important (1 cycle)

32-bit CPUs are history — AMD64,
EMT64

Not speed, but parallelism:
Logical — SSE
Physical - dual core, quad core ...
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